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2



End of Term Web Archive

● Collaborative web archiving activity in the United States since 2008
● Goal to document the transition in the Executive Branch of the Federal web 

before and after each election cycle
● Serves as a longitudinal snapshot of Federal .gov and public .mil web every 

four years
● Partners volunteer time, crawling, and storage resources for the project
● Public access provided by the Internet Archives’ Wayback Machine
● https://eotarchive.org
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https://eotarchive.org


EOT Crawling Partners
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https://web.archive.org

https://web.archive.org
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EOT to AWS



Goals of the Project

● Provide greater access to the End of Term datasets
○ 2008, 2012, 2016, 2020, and 2024

● Focused on computational consumption of the collection 
● Currently challenging because of size, access, storage issues
● Encourage reuse and research with the EOT data
● Position dataset so that we can learn more about our process
● Provide a canonical dataset for each crawl for reference numbers 

like size, URLs, counts
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Common Crawl

https://commoncrawl.org

“Common Crawl is a 501(c)(3) non-profit organization 
dedicated to providing a copy of the internet to 
internet researchers, companies and individuals at no 
cost for the purpose of research and analysis.”

● Monthly large (~300TB) crawls of 
the web

● Uses Nutch for crawling
● Stores data in WARC files
● Openly shares their data via AWS 

Open Data Sponsorship Program
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https://commoncrawl.org


Common Crawl Data

WARC files - content of crawls

WAT - Extracted metadata from WARC files

WET - Extracted text from WARC files

(WAT and WET limited to HTML and TXT)

CDX Index - ZipNum format

Parquet Index - based on CDX Index
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Why Common Crawl Data Structure

● Existing tools can be used for generation of derivatives
○ Well documented tools built around working with large datasets

● Leverage existing Common Crawl community who are heavy 
users of those datasets

● Reuse documentation about formats, code, processes that 
exist for Common Crawl

● Great starting point until we have a strong reason to deviate
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EOT Structure in Amazon S3

eotarchive
└── crawl-data

├── EOT-2008
├── EOT-2012
└── EOT-2016

└── segments
├── AT-000
└── IA-000

├── cdx
├── meta
├── warc
├── wat
└── wet
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What Are We Moving/Copying?

● Moving EOT crawls dataset to Amazon S3 
○ 2008 - UNT Libraries lead
○ 2012 - UNT Libraries lead
○ 2016 - IA Lead
○ 2020 - IA Lead

● Steps include:
○ Identifying scope of collection in repositories
○ Staging and verifying data from local repository
○ Organizing into S3 bucket layout
○ Generating WAT/WET/CDX/META/ZIPNUM/Parquet
○ Uploading to S3
○ Documenting Dataset
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Logistics

● Fall 2021 we contacted AWS Open Data Program
● Approval from AWS was pretty quick
● IA is institutional home to the AWS bucket with shared credentials to others 

working on data
● Currently AWS is providing storage for ~750TB of data
● Weekly meetings between Mark P. at UNT and Sawood A. at IA for planning

16



Data Movement 

● Identifying boundaries of EOT archives can be challenging
○ Requires a bit of digging back into EOT collective memory
○ A little bit of diving into old CDX indexes was required

● Divide and conquer
○ UNT and IA would take different EOT sets
○ UNT - 2008, 2012
○ IA - 2016, 2020

● Two approaches
○ UNT - Upload WARC and derivatives
○ IA - Upload WARC to S3, UNT downloads and generates derivatives
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Content in the Cloud…
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Crawl WARC 
Files

WARC
Size

WAT
Size

WET
Size

CDX
Size

META
Size

EOT-2008 125,704 15TB 447GB 108GB 9GB 68GB

EOT-2012 78,509 41TB 885GB 217GB 12GB 82GB

EOT-2016 194,683 139TB 2TB 331GB 25GB 178GB

EOT-2020 239,811 266TB 9TB 3TB 84GB 713GB

EOT-2024 ? 700TB+? ? ? ? ?

Total 638,707 461TB 12TB 4TB 130GB 1TB



Tools Used
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Small 5-node Local Hadoop Cluster (250TB) & mrjob

WAT/WET

https://github.com/commoncrawl/ia-web-commons

https://github.com/commoncrawl/ia-hadoop-tools

CDXJ

https://github.com/webrecorder/cdxj-indexer

WARC Metadata Sidecar

https://github.com/unt-libraries/warc-metadata-sidecar

Zipnum

https://github.com/commoncrawl/webarchive-indexing

Parquet

https://github.com/commoncrawl/cc-index-table

https://github.com/commoncrawl/ia-web-commons
https://github.com/commoncrawl/ia-hadoop-tools
https://github.com/webrecorder/cdxj-indexer
https://github.com/unt-libraries/warc-metadata-sidecar
https://github.com/commoncrawl/webarchive-indexing
https://github.com/commoncrawl/cc-index-table
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https://eotarchive.org
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We were able to implement a proof of concept for serving directly from AWS 
with pywb with about 15 lines of configuration. 
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mark.phillips@unt.edu

@vphill.bsky.social

https://eotarchive.org
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